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Theoretical Studies of Short Polyproline Systems: Recalibration of a Molecular Ruler’
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FRET experiments enable studies of the chemical and physical properties of individual molecules, which has
long been a dream of chemists. However, these modern experimental techniques are still limited by the lack
of information about the dynamic behavior of the fluorescent labels as well as by the use of dipole—dipole
approximation even at short donor-to-acceptor distances. Our results help to suggest that these assumptions
need to be carefully considered when designing experiments. We show that at short donor—acceptor separation,
dipole—dipole approximation breaks down and Forster theory fails and cannot be used to obtain correct
distances. We also explicitly demonstrate that dyes’ linkers allow for a lot of flexibility in the fluorescent
label orientation and position resulting in distances much shorter than assumed earlier.

Introduction

The ability of an electronically excited molecule (the donor,
D) to transfer energy through space to a second molecule (the
acceptor, A) was first observed by Perrin in the 1930s' and
formally described by Forster in the 1940s.2* This resonant
energy transfer (RET) phenomenon has been used by structural
biologists through fluorescence-detected resonant energy transfer
(FRET) experiments, which are known by a variety of names,
since its effectiveness was demonstrated in the 1960s and 1970s
by the Stryer group and others.®~!'Chromophores of various
types are attached to systems ranging from peptides and
oligonucleotides to proteins and nucleic acids to membranes,
and fluorescence data are used to infer distances, and hence
structure, as well as relative distances and dynamic structural
data.'””'7 This is particularly important for biological systems
in solution, for which direct structural information is difficult
to obtain. In particular, the last 5—10 years have seen a dramatic
increase in the use of FRET as a number of laboratories have
applied it to single molecules.!*!618723

At the basis of most analyses of FRET experiments is the
familiar form of the Forster equation,*
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in which kggr is the rate constant of resonance energy transfer,
«* is an orientation factor between the donor and acceptor
transition dipoles, Qp is the quantum yield of the donor in the
absence of the acceptor, 7 is the lifetime of the donor in
the absence of the acceptor, J(4) is the spectral overlap of the
emission spectrum of the donor with the absorption spectrum

of the acceptor (in units of M~! cm?), 7 is the index of refraction
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of the medium, N, is Avogadro’s number, and R is the distance
between the centers of the donor and the acceptor transition
dipoles (in cm). The advantage of Forster’s equation is that all
of the parameters can be determined from the properties of the
donor and acceptor individually except for the two structural
parameters, « and R. While this formula has proven to be
extremely useful, its derivation involves a number of assump-
tions that often limit the detail with which structural information
can be extracted from FRET data. These approximations include
the following:

(1) The coupling between the donor and acceptor is assumed
to be in the weak regime, meaning that the excited states of the
FRET system are approximately the same as those of the
independent donor and acceptor (observationally this means that
the absorption spectrum of the FRET system is simply the sum
of the donor and acceptor absorption spectra).

(2) The donor is in an excited electronic state that is
vibrationally relaxed.

(3) The coupling between the donor and acceptor is described
by dipole—dipole interaction.

In most cases, two additional assumptions are employed:

(4) Both the donor and acceptor sample all possible relative
orientations on a time scale that is rapid compared to the energy
transfer time scale, in which case the average value of
2= 224

3.

(5) The rates of other kinetic pathways in the system, kop
(i.e., Op, J, and 7p) remain constant on the time scale of the
experiment allowing Ey, the efficiency of energy transfer,

Ky D
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to be averaged statically and expressed in terms of a simpler
distance parameter
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where R, the Forster radius, is the distance at which the
efficiency is 50%. Forster radii are tabulated for many D—A
pairs,’ allowing eq 3 to be used to model experimental data. It
is important to point out that while the quantum yield of the
donor in the absence of the acceptor is assumed to be constant,
it has to be measured for the specific system to which the donor
is attached since it can be quite different from the donor free in
solution.

While fluorescence has been used to probe a number of
systems in which assumptions 1 and 2 are questionable,> 28
these systems generally exhibit different steady-state spectra than
the individual chromophores (e.g., the photosynthetic reaction
center), due to small values of R and, consequently, high rates
of energy transfer. In contrast, the majority of applications of
FRET to structural biology (including those addressed here) lie
safely in the weak coupling regime and display energy transfer
time scales slow enough to allow vibrational relaxation in the
donor, which happens on a picosecond time scale or faster. The
other assumptions, particularly (3) and (4), are more often
suspect. While this has been pointed out by many authors,'>?
little work has been done to assess the validity of these
assumptions quantitatively.’*~33 Recent advancements in single-
molecule fluorescence techniques, however, both sparked a
renewed interest in more precise interpretation of experimental
FRET data and allowed for the above assumptions to be tested.
A system of choice for some of these studies became the classic
dye-labeled polyproline system that was the subject of the
original investigation of FRET, described as a molecular ruler.

In this influential, and highly cited, paper, Stryer and
Haugland reported in 1967 an experimental study of the
dependence of energy transfer on distance.” The authors
synthesized a series of related molecules (see Figure 1)
consisting of an a-naphthyl energy donor and a dansyl energy
acceptor, connected to poly-L-proline spacers with 1 to 12
monomer units. Poly-L-proline was chosen because it is known
to form oligomers that are rather rigid in structure.

To test the use of FRET as a spectroscopic ruler, the authors
compared the experimentally measured energy transfer ef-
ficiency to the “known” donor—acceptor distance to see if the
relationship between the two was well-described by Forster
theory. The energy transfer efficiency was determined by
measuring the steady-state excitation spectrum of the acceptor
as a function of the number of spacers, n. The donor—acceptor
separation was determined by estimating the end-to-end distance
of the poly-L-proline spacers by using Cowan—McGavin
crystallographic coordinates,*3 and the distance from the end
of the spacer to the center of the chromophores by using
molecular models and assuming the linkers are fully extended.

The results of the experiments showed that the efficiency of
energy transfer was well-fit by a curve with an R™® dependence
(cf. Figure 4 from that work®), in excellent agreement with the
predictions of the Forster model. (Though, as we note below,
the x-axis of this figure is not well-determined.) On the basis
of these results, Stryer and Haugland verified Forster’s theory
and suggested that energy transfer could serve as a spectroscopic
ruler. That is, by measuring the efficiency of resonance energy
transfer, the distance between the donor and the acceptor can
be determined directly. This paper used the foundation of Forster
theory to effectively create the field of FRET, which has been
broadly active from the 1970s through today.
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Figure 1. Cartoon of a polyproline structure, n = 12, with the donor
and acceptor attached by linkers. Shown are the Cowan—McGavin
distances and the extended linker lengths as assumed by Stryer and
Haugland.’

Despite the success of this early work, there are multiple
reasons to suspect that the poly-L-proline story is actually more
complicated, even from the data presented in the original paper.
Notably, the data at low n do not fall on the R° line (cf. Figure 5
from that work,” which does not include points n = 1, 2, or 3).
In fact, in a problem in the Physical Chemistry textbook by
Atkins and de Paula related to this experiment,* students are
instructed to remove the first two points to improve the fit.
Atkins and de Paula’s justification is that the data at shorter
distances, with efficiencies near 100%, are expected to be
inaccurate. While it is the case that these high efficiencies are
difficult to measure experimentally, these are also the points of
shortest donor—acceptor distance where Forster theory becomes
questionable due to possible failures of assumptions 3 and 4. If
all of the data are plotted, the best-fit line has a slope closer to
R™* than R™°. Another reason for suspicion is, as noted in the
paper, the discrepancy in the Forster radius, R,. This parameter,
which corresponds to the distance at which the fluorescence
efficiency equals 50%, was found from the fit to FRET data to
be 34.6 A.° However, using the standard method of calculating
R, from tabulated spectroscopic parameters yields 27.2 A.°

Several studies have investigated the polyproline system since
then. Jacob et al.*” used NMR and molecular dynamic (MD)
studies to show that the donor—acceptor distance for poly-(L)-
n-proline, n = 6—8, is smaller than expected from the rigid rod
model of the system and suggested that flexible linkers of the
two labels, nitroxide and tryptophan, are responsible. Watkins
et al.,*® using Alexa dyes, observed higher efficiencies then
would be expected for n = 8—24, which, he suggested, could
be explained by presence of a few cis-proline residues. They
also argued that [?00= %, is a valid approximation due to
rotational motions of the dyes being much faster than the
interphoton timing. Sahoo et al.,*” using NMR and molecular
dynamics, showed that linkers for longer peptides result in
backfolding of fluorophores onto the protein causing shorter
donor—acceptor distances. They also showed that at shorter
distances, Ry and R are correlated and suggested that breakdown
of dipole—dipole approximation could be responsible. Schuler
et al.* looked at systems from n = 6 to 40 using Alexa
fluorophores as labels. He found efficiencies lower than
predicted by Forster at short distances and much higher than
expected at longer distances. He suggested that the former can
be explained by insufficient «* averaging due to fast energy
transfer rate, while ascribing the latter to the polyproline
flexibility. In later studies on 20-L-proline, using experiment
and theory, Best et al.*' showed that flexibility of dye linkers
plays an important role in experimental data interpretation and
suggested that this effect could be responsible for Stryer and
Haugland R, discrepancy. Finally, Doose et al.** used photo-
induced electron transfer quenching by fluorescence to dem-
onstrate that the presence of cis-isomers results in efficiencies
much higher than expected. As a result of these studies, it
became clear that the original picture of polyproline peptide
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being a rigid rod with all-trans-proline residues and randomly
rotating dyes attached by defined spacers is far from correct.

In this paper we use molecular dynamics simulations along
with accurate treatment of the donor—acceptor coupling to
address the free rotation of the dyes as well as dipole—dipole
approximations for polyproline systems (assumptions 3 and 4).
Results of simulations of simple polyproline peptides are
compared with Forster theory as well as classic work by Stryer
and Haugland. In particular, we use the transition density cube
(TDC) method,* described below, to calculate the donor—acceptor
coupling. The TDC method is valid at all interchromophore
distances as opposed to traditional Forster theory, which breaks
down at small R. We also compare estimated efficiencies directly
with corresponding distances. Note that in the experimental work
by Stryer and Haugland, as with the vast majority of FRET
measurements, the interchromophore distance was not known
or measured, but modeled. That is, they measured the efficiency
of energy transfer (the y-axis), but could not measure indepen-
dently the distance (the x-axis). We propose a simple and general
computational approach that can be used to test the validity of
assumptions 3 and 4 prior to or in concert with experiments.
More importantly, this methodology allows for quantitative
processing of FRET experiments, as we illustrate for the case
of dye-labeled polyproline, even in situations in which assump-
tions 3 and 4 are found to be invalid.

Background and Theory

The foundation for eq 1 is the Golden Rule, which after
applying the first two assumptions from above can be written
as

kger = Zfit IVpal *J(e) “4)
or,

knpr = 1 IV A2 I(5
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where Vp, is the electronic coupling between the donor and
the acceptor in energy units, and Vp, is the coupling (in units
of cm™'). J is the spectral overlap, which represents the
conservation of energy. In eq 5, J has units of cm and is derived
from donor emission and acceptor absorption spectra that have
been normalized on a cm™! scale.* Note that since J is
determined directly from experimental spectra, it incorporates,
to a certain extent, the effects of dielectric screening.44

While a number of mechanisms make significant contributions
to the total D—A coupling at various length scales ranging from
orbital-overlap-dependent mechanisms at a few A* to radiative
mechanisms at many meters,* the dominant contribution at most
relevant biological distances is the Coulombic coupling!'*#’

wa*AD (6)

1
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where Wp and W, are wave functions of the donor and the
acceptor respectively in ground and excited (*) states, while R
is the donor—acceptor distance.

If the D—A separation is large compared to the size of the
transition dipoles, one may safely use only the first term of a
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multipole expansion to approximate the Coulombic coupling
as the transition-dipole transition-dipole coupling, i.e., incor-
porate assumption 3,

_ 5042kclup g,
VCoul lep d1p " R (7)

where up and p, are transition dipole moments of the donor
and the acceptor, respectively. In his seminal work, Forster did
this, allowing him to then incorporate the A transition dipole
magnitude into J and arrive at eq 1. (Note that J(4) in eq 1 has
units of M~! cm?.) While eq 1 is widely used and quite useful,
it precludes a detailed consideration of the direct mechanism
of coupling between the D and A. Here, we will use eq 5, which
separates the coupling and spectral overlap terms.

While Forster’s application of assumption 3 has generally
been successful, no clear guidelines exist to determine a priori
whether a particular system of interest has a separation that is
large enough to justify use of the dipole—dipole expression.
For instance, many systems exhibit relatively strong electronic
coupling (though still in the “weak coupling regime”) despite
rather large donor—acceptor separations.’**® Therefore, the
applicability of eq 1 should be questioned in many modern
applications. In principle, one may simply include higher order
terms from the multipole expansion to improve eq 7:

VCoul dlp dip + lep quad + unad*quad + Vdip*oct +
V

quad—oct +V + .. (8)

oct—oct

However, in practice, the higher order terms change sign and
the series converges slowly. In addition, the relevant quantity
is the square of eq 8, which introduces cross terms, making the
multipole expansion unwieldy.

Several methods have been proposed to calculate the total
Coulombic coupling accurately, “7! including some that
represent the Coulombic coupling essentially exactly.’*3233 Here
we use the transition density cube (TDC) method™ to estimate
the total D—A coupling for each of a series of system
configurations determined through molecular dynamics (MD)
simulation.

In this method, quantum mechanical calculations are used to
determine the ground and excited state wave functions of a
molecule of the donor and the acceptor. These wave functions
are integrated into densities on a discrete three-dimensional grid
to yield the TDC of the molecule

My(r) = [y dsdr ©9)

where N refers to the donor or the acceptor, in its ground or (¥)
excited state. This TDC can then be reoriented to overlay with
the D and A position at any given time, 7, in the MD simulation.
The total interaction between the donor TDC and an acceptor
TDC oriented in an analogous manner gives the full Coulombic
coupling (in the limit of finely grained TDCs, for a given QM
model chemistry) from that configuration, where the sum is over
the D and A grids

Mp(DM ()

Vioe = Z 47[80’, (10)
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The TDCs are reoriented and Viou (and Viip.aip) calculated for
each snapshot from the simulation, yielding a distribution of
D—A interactions representing the effects of structural dynamics
in the system. Thus, assumption 3 can be evaluated directly for
the distribution of structures that is relevant to a particular
system under consideration.

Of the assumptions listed above, point 4, > 0= 2/3, has
received the most careful attention. In particular, work by Dale
and co-workers,>>~>* and by van der Meer,>?* provides a means
by which limits on the possible values of x? can be determined.
However, the error bars are often broad and the techniques,
while often cited, are used infrequently. The TDC method allows
evaluation of orientation-dependence at each snapshot, allowing
an examination of the validity of the [4*[J= /3 assumption for
the particular dye and peptide system under study. It also allows
addressing directly the possibility that there may be a correlation
between several of the factors in eq 1. For instance, if x and R
are not independent of each other, then [@?R™°[= [&*[IR °Cand
the average value of «? is irrelevant, regardless of the validity
of assumption 4.3

Computational Methods

Our molecular dynamics simulations of the poly-L-proline
oligomers were performed with the AMBER 8.0° software
package. Two force fields, amber94 and general amber force
field (gaff), were used to model the peptide and the dyes,
respectively. Parameters and geometries of the dyes can be found
in the Supporting Information. Electrostatic solvent effects were
simulated by using the generalized Born model with cutoff for
nonbonded interactions set to 12 A. The friction effect of the
solvent was simulated with Langevin dynamics, using friction
coefficient ¥ of 1.0 ps~!. Bonds involving hydrogens were
constrained to their equilibrium values by using the SHAKE
algorithm and a time step of 2 fs was used. After energy
minimization of the initial systems, 50-ns production runs at
300 K were performed for each system. Configurations from
the dynamics were saved every 5 ps.

Calculations of TDC elements were performed in Q-Chem,’
using the Hartree—Fock level of theory and the 6-31G* basis
set. Excited states of the donor and the acceptor were computed
by using the configuration interaction singles (CIS) method with
CIS excited state roots set to 4. The number of cube elements
was set to 50 000 after test runs with larger values indicated
convergence.

Results and Discussion

We performed large-scale molecular dynamics simulations
of the dye-substituted poly-L-proline system in Figure 1. Our
results show that the end-to-end distances not including the dyes
(i.e., PRO1Ca—PROnCa) scaled with 3.0 A, close to the
expected crystallographic length of 3.1 A per proline. When
the data were fitted to the worm-like chain (WLC) model®®
(Figure 2), the persistence length was consistently larger than
the contour length indicating that the systems is indeed a rigid
rod for the short distances studied here. Note that “rigid” is
still a relative definition here since for example for n = 14, the
end-to-end distance varies from 30 to 45 A, which, once
weighted by the 1/R® term results in very asymmetric efficiency
distributions. Within the WLC model, fit of the data (Figure 2,
inset) indicates that the persistence length of the polyproline
system has to be above 70 A, which supports the estimates of
it being in the 90 to 130 A range.*!

When the motions of the dyes are included, by measuring
the distance from the center of the donor to the center of the
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Figure 2. Co.—Ca distance distributions between the terminal proline
residues during the polyproline—dye molecular dynamics. In black lines
we show the MD distributions, and in red the fit to a WLC model. The
inset shows the fitted values of contour length (black circles) and
persistence length (red circles) vs. the number of proline residues.
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Figure 3. Center of dansyl to center of naphthyl distance distributions
during the polyproline—dye molecular dynamics. The inset shows the

distance distribution for the n = 2 system for the first and second half
of the simulation.

acceptor, the distributions change dramatically (see Figure 3).
The dyes do not simply add a well-defined spacer between the
end of the poly-L-proline and the center of the transition
moments of the dyes as was assumed by Stryer and Haugland.’
Rather, the inherent flexibility of the fluorophores linkers
broadens the distributions considerably and the distance between
the donor and acceptor does not scale with n in a simple way.
The inset of Figure 3 shows the distance distribution for the n
= 2 system, over the first and second halves of the simulation.
They overlap almost perfectly, showing that the simulation is
converged. The importance of the flexibility of the linkers on
donor-to-acceptor distances has been pointed out by Best et al.*!
in a recent study where conformational dynamics of two Alexa
fluorophores attached to 20-L-proline has been investigated. Our
simulations, conducted on polyproline n < 20 and a different
set of dyes, not only confirm the importance of the effect but
also demonstrate it explicitly for a series of related systems.
Thus, Figure 4 illustrates the variation in « and R due to
flexibility of linkers. It suggests that the acceptor samples a
significant fraction of orientation space which, in turn, suggests
that assumption 4 may be valid. Figure 5 further shows that
[#*[(does seem to converge around /5 (albeit with large standard
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Figure 4. Overlapped snapshots form the MD run for polyproline-12
with attached dyes. They have been rmsd fitted to the donor dye
(naphthyl, in red vdw spheres). The dansyl acceptor dye is shown in
blue lines. All acceptor positions are shown from the perspective of
the donor.
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Figure 5. Average «? as a function of number of proline residues in
the system. Error bars are shown as one standard deviation.

deviations) for most of the systems with n >4, coinciding with
those data points used by Stryer and Haugland for their fit of
the distance dependence.

Of additional interest is not simply the way in which the dyes
sample orientation space, but also how this sampling may be
correlated with the sampling of D—A distance. To test the
independence of k and R, we computed the ratio between the
static and dynamic limits of averaging «* and R™6

(&R "°0
T e "

for each proline system. The results, as shown in Figure 6,
indicate that « and R are strongly correlated for the smaller
systems. Analysis of molecular dynamics snapshots provides
an explanation. For example, a value of & of ~3 for n = 2
corresponds to a bimodal distance distribution (Figure 3) and
reflects two conformational states visited by a-naphthyl (Figure
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a

Figure 7. (a) Correlation between orientation and distance for the n
= 2 system. (b) Two conformational clusters for naphthyl in the n =
2 system.

7). As the number of proline residues increases, so does the
conformational freedom of the linkers and the correlation drops
off. This demonstrates that k and R can be assumed to be
independent for n > 6.

Assumption 3 is investigated in Figure 8, which shows the
ratio between the FRET rates calculated by using dipole—dipole
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Figure 8. Ratio of Viip.qip/Veoul couplings as function of average
distances from the MD runs.

approximation and full Coulombic coupling. As one can see
from the figure, for systems with n < 5, the ratio of Vgp.qip/
Veoul 1s larger than 1 indicating that dipole—dipole approxima-
tion at short distances results in overestimation of the rate of
energy transfer. This clearly illustrates that use of Forster theory
at short distances is not correct. Note that for distances larger
than 30 A, corresponding to n > 9, the agreement between Viip-
dip and Vi 18 reasonably good, though errors greater than 10%
are observed. However, for distances less than 30 A, which is
~Ry in this case, assumption 3 is suspect with errors of more
than 20% being common. For systems with n < 5, errors are
generally greater than 50%. Thus, for the majority of oligomers
studied here one must be cautious in the use of assumption 3.
Note that a 20% error in the coupling strength becomes a 44%
error in kger and that this same 20% error in coupling leads to
a 6% error in determining R from a measured value of krgr
(because R O krer'’®).

We would argue, that the breakdown of dipole—dipole
approximation, and not the lack of orientational averaging, can
explain lower efficiencies at shorter distances in Schuler et al.
studies.*’ In this case, the sizes of the donor and the acceptor,
7 to 12 A% are significant in comparison to their separation
of, for example, 24 A corresponding to an poly(8)proline system.
As one can see in Figure 8, for the naphthyl—dansyl pair,
dipole—dipole approximation results in overstimation of the rate
of energy transfer for n = 1, 2, and 3.

On the basis of this observation, we can define “comparable
distance” as a distance three times that of the probe length or
less. This should be of particular importance for donor—acceptor
pairs with short Forster radii, such as, for example, the
tryptophan—pyrene pair (R, = 28 A) and the tryptophan—heme
(Ry = 29 A) where acceptor lengths are 7 and 12 A,
respectively.® In a recent study, Sahoo et al. measured FRET
between donor—acceptor pairs with Ry of 10 A.% Their
distances, derived from efficiencies using the Forster formula,
were consistently larger than average distances from molecular
dynamics simulations of the same system. While they ascribed
this discrepancy to force field parameters, we believe that that
breakdown of the dipole—dipole approximation is the main
cause.

To evaluate the impact of assumptions 3 and 4 from the
perspective of a FRET experiment, we would like to relate to
experimental parameters that can be trusted, that is the RET
efficiency that is measured for a system with a particular number
of proline residues. Our recalibrated molecular ruler is shown
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Figure 9. FRET efficiency vs. distance and R™® fits: experimental
efficiency vs. modeled distance used by Stryer and Haugland (light
blue), experimental efficiency vs. average MD distance (dark blue),
and MD efficiency vs. MD distance (black).

in Figure 9 where both the TDC data and the original Stryer
and Haugland data are plotted as RET efficiency versus distance.
Note that theoretical efficiencies were calculated by using the
Forster formula and only for systems n >4 where dipole—dipole
approximation is valid (see Figure 8). Both curves scale with
nearly an R~® dependence (the best fit for the theoretical curve
is 5.8), but are shifted in R with respect to each other. The new
ruler implies relatively large differences in estimates of R from
a given RET efficiency. For example, a measured fluorescence
efficiency of 20% would predict an R of 45 A in the original
ruler, while the recalibrated ruler predicts an R of 37 A. This
large shift between the two plots is mainly due to the flexibility
of the linkers and dyes. Recall that the model employed by
Stryer and Haugland assumed both that each proline introduced
a fixed additional distance and that the linker/dye units simply
added an additional fixed distance. Note in the figure that once
experimental distances are plotted versus distances obtained
from MD, R, becomes 27.8 A, which is in excellent agreement
with the value calculated by using spectroscopic parameters,
27.2 A This flexibility of the linker and dye portion of the
molecules explains why the R, value “measured” by Stryer and
Haugland (34.6 A) was so different than the tabulated value
(27.2 A). When we fit efficiencies calculated based on MD
simulations, the Ry value is 23.7 A, which is in a good agreement
with the tabulated value as well. Clearly for intermediate
efficiencies, there are significant discrepancies between the
simulations and experiment. Note that this region is the most
sensitive to small changes in oligomer structure, which results
in relatively large uncertainty ranges in each simulated point.
Another cause for the difference between the two R, could be
attributed to the possible presence of cis-proline residues in the
experiment. Both Doose et al.*> and Best et al.*' demonstrated
that the presence of even a few cis-residues could result in a
much larger range of both distances and orientations sampled
by the dyes. The structural dynamics introduced into the RET
efficiency by the linker and dye portion of the molecule
highlights a key issue in the interpretation of FRET experiments.

In this analysis, we have treated each configuration as though
it were a separate experiment, effectively ignoring the time
information present in the MD simulation. This introduces a
small error into our simulated efficiencies, because we have
ignored dynamic contributions to the rate of energy transfer.’!
However, Jean and Krueger® estimated this dynamic effect to
be small in MD simulations of small ssDNA oligomers.
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Conclusion

FRET experiments, particularly single-molecule experiments,
have emerged as a powerful tool in the laboratory. Such
experiments enable studies of the chemical and physical
properties of individual molecules, which has long been a dream
of chemists. However, even these modern experimental tech-
niques are still limited by the assumptions that have been
traditionally made in analysis of FRET data. Our simulation
results help to suggest that these assumptions, especially the
limitations of the IDA (assumption 3) and the effects of
structural dynamics (assumption 4), need to be carefully
considered when designing experiments. In particular, fluores-
cent probes should be far enough apart (greater than 30 A for
the oi-naphthyl and dansyl probes) and should either be on very
flexible linkers or, if the structure of the system is well-known,
on very rigid linkers. If the system of study has dynamics of its
own that are of interest, then the problem may be very
complicated and simulations will likely be needed to understand
the result.
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